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the specimen is composed of an effective medium of homogeneous properties inferred from the real heterogeneous
specimen and (2) the deformation remains homogeneous. With these additional assumptions, the inverse problem
is simplified such that only macroscopic responses from the experiment are utilized in the objective function [as
demonstrated previously in Liu et al. (2016)]. The target data for curve-fitting are the stress (ratitvs)'?® and
volumetric strain:!2 along the triaxial compression test. As a result, the objective function reads

whereN,, /s, and N, are the number of stress ratio data and volumetric strain data, respectively. Both data have 30
data points and the weights are equal to 1. The subscdiphotes théth data point. The unit cell and the boundary
conditions are presented in Fig. 7. The initial void ratio and the minimum void ratio are set to be 0.6, which is the
average value of the sample. Note that there is no micropolar effect in this single element example, thus the material
lengthl does not affect the macroscopic response. It is set to be equal to the element size 10 mm. The parameters to
be identified via Dakota ar€,, Cs, C3, Cy, €., anda.

The Dakota calibration procedure takes in total 92 evaluations, of which 72 evaluations are performed for deter-
mination of the gradient of the 6 material parameters, while the remaining 20 evaluations are making guesses based
on the gradients. To demonstrate the convergence of the material parameters, the trial material parameters and the cor-
responding values of the objective function are presented in Table 1. The macroscopic responses obtained by the trial
material parameters compared with the experimental data are shown in Fig. 8. Despite the large discrepancy between
the initial guess and the laboratory resujtér) decreases rapidly: it is reduced by about 95.7% after 50 evaluations.

This example demonstrates the robustness of the NL2SOL scheme in Dakota for nonlinear models and least-squares
problems for which the residuals do not tend to vanish.
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FIG. 7: Domain and boundary condition for single unit cell calibration

TABLE 1: Evolution of the material parameters during the Dakota calibration procedure

Cl CQ 03 C4 [ a f(w)
Initial guess —33.33 -104.61 —-336.44 -105.90 0.800 0.900 143.77
Evaluation20 —-31.63 —62.44  —-484.71 -107.15 0.650 0.905 97.60
Evaluation 50 —40.60 -1054.35 —-1565.66 —138.86 0.651 0.923 6.18
Calibration result —63.14 —-1831.49 -2563.92 —-237.52 0.732 0.848 285
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FIG. 8: Macroscopic stress ratigeft) and volumetric strairfright) responses from selected value sets of material
parameters in unit cell calibration

5. MICROPOLAR HYPOPLASTIC MODEL CALIBRATION WITH MICRO-CT IMAGES FROM TRIAXIAL
COMPRESSION TEST

To analyze how the spatial variability of porosity (or relative density) affects the macroscopic responses, we recon-
struct a detailed 3D numerical specimen with the exact geometry and porosity distribution of the laboratory specimen
using the data extracted from micro-CT image analysis. The process of converting the micro-CT experimental data
into numerical specimen is illustrated in Fig. 9. After obtaining the images from the X-ray CT scan, the position and
effective diameter of each grain are recorded. Three micro-CT images taken at initial (0% axial strain), peak (6%
axial strain) and residual (15% axial strain) stages are used. The boundary particles are identified and thus the outer
boundary of the 3D specimen can be extrapolated from the position of these particles. Following this step, the domain
of the specimen is discertized by finite element and the void ratio of each finite element is calculated by established
the total solid volume using the positions and effective diameters of the particles, as shown in Fig. 9.

All micro-CT based finite element simulations are performed on the numerical specimen with identified initial
geometry and initial void ratio distribution. Here we adopt the hypothesis that the dominating factor that governs the
transition from compressive to dilatant behavior of granular materials is the relative density or porosity, the same
simplification used in Borja et al. (2013). As a result, the material param@iers,, Cs, Cy, e., a, and! are assumed
to be homogeneous within the specimen, while the spatial variation of the void ratio inferred from micro-CT image
of the initial configuration is incorporated to study the effect of the spatial variation of void ratio. Note that the results
of the inverse problem depend on how the boundary conditions are applied in model simulations. In this study, these
conditions are defined based on the experimental setup with assumptions and simplifications. For example, because
of the complexity of the interaction between the Hostun sand sample and the loading pistons of the triaxial cell, the
top and bottom surfaces of the specimen are not fully constrained, neither in terms of the transnational nor rotational
degrees of freedom (as shown in Fig. 4). In particular, we observed that the loading plates placed on the top of the
specimen has slid. In this study, the authors assume that the nodal displacements on the top surface of the specimen
are totally constrained, while the bottom surface is compressed under a constant strain rate in the Z direction and all
nodes at the bottom boundary have the same vertical displacement in the XY plane in order that the surface area does
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FIG. 9: Construction of the numerical sample and void ratio distribution from micro-CT experimental data at the
initial stage (0% axial strain) of the triaxial compression test

not change. This constraint is applied via the Lagrange multipliers. Meanwhile, the rotations on both surfaces are
prohibited. The lateral surface of the FEM model is under constant confining pressure of 100 kPa and is free to rotate,
neglecting the effect of the rubber membrane in the testing apparatus.

The Dakota calibration procedure of the material parameters is carried out for two inverse problems. In the first
problem (Case A), only the macroscopic responses serve as the constraints for material parameters. The second prob-
lem (Case B) takes into account, in additional to the macroscopic constitutive responses, the local void ratio developed
at the peak and residual stages, thus adopting information from micro-CT images as additional target. The weight of
the void ratio data in Case B is intentionally set larger than the macroscopic data such that the microstructural evolu-
tion can be compatible. These two extreme cases are studied to separate the influence of either macroscopic behavior
or meso-scale behavior on the parameter calibration. In the third numerical experiments, we introduce a new mul-
tiscale objective function that takes account of both macroscopic and meso-data in a more balanced way. We then
reuse the calibrated material parameter sets from Case A and Case B as the initial guesses for the restarted material
parameter identification procedure to study the sensitivity of the calibration procedure.

5.1 Case A: Results from Macroscopic Objective Function

The objective function for Case A is the same as Eg. (13), which only consists of macroscopic stress ratio and volu-
metric strain data. Both data types contain 30 data points, thus their weights are identical. Unlike elasto-plastic models
for granular materials, the micropolar hypoplastic constitive model does not separate elastic and plastic parameters.
Thus the material parameters are calibrated simultaneously, not in a stepwise manner (Ehlers and Scholz, 2007). The
initial guess of the material parameters and the calibrated results in Case A is presented in the Table 2. The macro-
scopic responses obtained by the parameter sets from initial guess, the 20th evaluation, the 50th evaluation, and the
final calibration result are compared in Fig. 10. The evolution of the curves shows that the iterations converge to the
final solution that minimizes the objective function. However, the local void ratio distribution does not converge to the
actual experiment data. This is shown in Fig. 11 where the experimental data of void ratio map in cross-section YZ
and the relative error map [defined in Eq. (10)] computed from simulations are presented. Since the sample geometry
and void ratio distribution are not included in the objective function of Case A, the calibration procedure does not
correct the void ratio discrepancy with the initial guess and leads to a numerical solution that a dominant shear band
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TABLE 2: Calibration of material parameters of entire sample using Case A: only macroscopic responses; Case
Al: equal weights of stress ratio, volumetric strain and local void ratio data, starts from results of Case A; Case B:
macroscopic responses and local void ratio distributions; Case B1: equal weights of stress ratio, volumetric strain and
local void ratio data, starts from results of Case B

Number of
iterations ¢ Ca Cs Ca Ce a !

Initial guess — —68.00 —767.60 —2742.70 —-257.50 0.650 0.980 0.200 mm
Case A 74 —70.57 —-832.40 —-2524.10 -—-261.70 0.637 0.960 0.468 mm
Case Al 30 —-69.67 —-1372.67 —-2075.62 —-251.90 0.641 0.976 0.364 mm
Case B 117 —-67.21 —-920.08 —-2312.79 -259.45 0.636 0.971 0.977 mm
Case B1 30 —67.91 —1229.29 —-2244.82 —-262.41 0.6358 0.970 0.979 mm
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FIG. 10: Stress ratio and volumetric strain responses of full sample simulation during the calibration procedure using
only macroscopic responses (Case A)

is formed inside the sample, while the actual specimen developed a “barrel” shape that exhibit diffusive bands (Ikeda
etal., 2003).

In the correction step (Case Al), we modify the objective function used as previous calibrated material parameters
set as an initial guess. This modified objective function incorporates additional terms to constrain the material param-
eter set such that the numerical specimen also exhibits the same peak and residual shear strength due to the last two
terms in (14), which reads
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(b) Distribution of residuals [defined in Eq. (10)] at selected steps of the Dakota calibration in Case A

FIG. 11: Relative error of local void ratio distribution between full sample simulation and micro-CT data (shown in
cross section in plane YZ) during Dakota calibration procedure using Case A: only macroscopic responses

wheree; are void ratio in element NeementdS the number of elements in the FEM model. The contributions of stress
ratio, volumetric strain, local void ratio data are balanced by the number of data points of each type. The weights of
each data type equal to 1.

5.2 Case B: Results from Multiscale Objective Function

The objective function for Case B takes the form
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In this function, the residuals of all available experimental data point are treated equally in the objective function.
Since the number of elements is much larger than the number of stress ratio and volumetric strain data, the objective
function Eq. (15) has much larger weight on micro-CT data than the macroscopic responses. The calibration procedure
in Case B employs the same initial guess of the material parameters previously used in Case A. The calibrated results
are also shown in Table 2 to show comparisons. Compared to other hypoplastic material parameters, the material
length parametdr which accounts for the micropolar effect in the model, varies more significantly when experimental
data of local void ratio are included in the least square problem. The macroscopic responses obtained by the parameters
sets from initial guess, the 20th evaluation, the 50th evaluation, and the final calibration result are compared in Fig. 12.
Although the volumetric strain response approaches the experiment data along the iterations, the macroscopic stress
ratio response deviates from the experimental response in the sense that the peak stress and residual stress do not
coincide and the softening phenomenon is not apparent. As for the meso-scale data shown in Fig. 13, the calibrated
parameters lead to a deformed configuration much closer predication to actual specimen geometry than that of the
Case A results shown in Fig. 11. In particular, the Case B calibrated simulation correctly predicts the increased of
porosity at the middle of specimen, which is consistent to the observation in the laboratory. The Case A calibrated
simulation leads to porosity increase highly concentrated in a single persistent anti-symmetric shear band that was not
triggered in the actual experiment. This observation indicates the necessity of including micro-structural information
in material parameter identification procedures. Note that the relative errors of void ratio near the top and bottom
surfaces, unlike the central areas, are not significantly reduced during the Dakota calibrations. This is because the
boundary conditions in model simulation does not perfectly represent the experimental setup.

The objective function Eqg. (14) is again adopted to perform the correcrtion step from the calibrated results
(Case B1). The correction is made by using the equilibrium weights of different types of experimental data. The
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FIG. 12: Stress ratio and volumetric strain responses of full sample simulation during the calibration procedure using
macroscopic responses and local void ratio distribution (Case B)

International Journal for Multiscale Computational Engineering



Identifying Micropolar Material Parameters via Micro-CT Images 405

Peak

le(z),e™]
0.612y04
04

0.2

D.ODIBSI

Residual

T =/
Initial guess == Evaluation 20 =3 Evaluation 50 = Calibration result

Distribution of residuals at selected steps of the Dakota calibration in Case B

FIG. 13: Relative error of local void ratio distribution between full sample simulation and micro-CT data (shown in
cross section in plane YZ) during Dakota calibration procedure using Case B: macroscopic responses and local void
ratio distribution

results are recapitulated in Table 2 and the macroscopic responses in different cases are compared in Fig. 14. Recall
that in the correction step Case Al, the prediction of peak stress has been improved. In this case, the discrepancy
between the model response and experimental data in Case B1 has not been improved or even changed significantly
in the correction step, which indicates that both objective functions Egs. (15) and (14) have similar local minimizers.

5.3 Discussion

Two calibration strategies are employed in this study. The resultant material parameters and calibrated simulations
are analyzed. In the first strategy, we find material parameter that allows the finite element simulations to replicate
the macroscopic responses as close as possible, but neglect all meso-scale information provided by the micro-CT
images. This optimized material parameter set (optimized in terms of macroscopic responses only), are then used as
the initial guess of the next inverse problem. Following this predictor step, another inverse problem is defined by a
new multiscale objective function that takes account of both the macroscopic data and local void ratio properties used
for calibration. This approach mimics the idea in Ehlers and Scholz (2007) for determining material parameters for
micropolar constitutive laws. The major departure here is the usage of micro-CT image and the elimination of the need
to use multiple experimental tests to generate constraints for the objective function. To analyze the importance of the
initial guess and whether a global optimal value for the material parameter set exists, we employ another alternative
strategy in which the meso-scale information is used right at the predictor step. Then, the same multiscale objective
function used in the corrector step [i.e., Eq. (14)] is used to balance the weights of global and local data.

5.3.1 Comparisons of Results

At the first look, the approach that starts with calibrating macroscopic parameter seems to be better in terms of replicat-
ing compatible shear stress history as shown in Fig. 14(a), even though both calibrated finite element simulations yield
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FIG. 14: Stress ratio and volumetric strain responses of full sample simulation during the calibration procedure using
Case A: only macroscopic responses; Case Al: equal weights of stress ratio, volumetric strain, and local void ratio
data, starts from results of Case A; Case B: macroscopic responses and local void ratio distribution; Case B1: equal
weights of stress ratio, volumetric strain, and local void ratio data, starts from results of Case B

similar volumetric responses. In particular, the second approach is unable to capture the macroscopic peak and resid-
ual shear stresses at the predictor step, and again fails to make any significant improvement in capturing the peak and
residual shear strength after switching to the multiscale objective function, as shown in Fig. 14. As a result, evidence
provided in the macroscopic responses seems to favor the staggered approach similar to the one proposed in Ehlers
and Scholz (2007) in which the calibration process begins with an inverse problem that first curve-fit macroscopic
behaviors, followed by a correction step that uses multiscale objective function to enforce consistency of kinematics.

However, a closer look at the deformed configuration and the meso-scale responses may lead to an opposite

conclusion. In particular, we find that the weight modification approach that begins with calibrating meso-scale in-
formation from micro-CT images actually yields the experimentally observed bifurcation mode, while the macro-
then-microscopic approach does not. In Casé A,0.468 mm, which is close to the mean patrticle diamétgr=
0.338 mm, a persistent shear band has developed in the specimen. This persistent shear band is non-symmetric and has
not been observed in the micro-CT images captured during the drained triaxial compression test. In Case B, however,
[ =0.977 mm, which is 2.5 times larger than the mean particle diameter and the barrel-shaped deformed specimen
develops a barrel deformed configuration followed by the development of an X-shaped shear localization zone. These
kinematic features are consistent with what is observed in the physical experiment, even though the Case B simulation
does not replicate the shear stress responses as close as the Case A simulation does.

In other words, the set of material parameters that leads to the best replica of macroscopic responses observed in
laboratory does not necessarily yield the correct bifurcation mode. As a result, the reasonable strategy is to design
an objective function that acts as a compromise between matching macroscopic responses and maintaining consistent
kinematics at meso-scale level. Furthermore, the notable difference in the macroscopic and microscopic responses
predicted by the staggered approach and weight modification approach indicates that the calibration exercise is highly
path-dependent and multiple local minima are likely to exist, thus making it difficult to find the global minimum point
for the multiscale objective function in the parametric space.
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5.3.2 Source of Error

The discrepancy between the experimental data and simulation results may also be attributed to the idealized bound-
ary condition applied on numerical specimen. In particular, the specimen-loading-plate interaction between the sample
and the loading pistons as well as the elastic membrane are not accurately and explicitly modeled (Albert and Rud-
nicki, 2001). Moreover, the assumption that material parameters are homogeneous throughout the specimen may also
oversimplify the spatial variability of the physical specimens. Finally, the micropolar finite element model is formu-
lated using the Jaumann rate of the Cauchy stress. The Jaumann rate is an objective rate which is suitable for materials
in the geometrical nonlinear regime with small strain and large rotation. However, some previous works, such as
Molenkamp (1986), have pointed out that the Jaumann rate should be avoided for problems with large deviatoric
strain. These limitations will be considered in future studies.

5.3.3 Length Scale, Higher-Order Kinematics and Bifurcation Modes

The higher-order quantities, namely the curvatai@nd the coupled stregsg can be computed from the micropolar
model simulation, while this information is not available from micro-CT images. In this study, two types of shear bands
are encountered with different material parameters in the finite element simulations even though both simulations
began with the same initial geometry and void ratio distribution. In Case A and B, the calibrated material length
varies significantly, compared to other material parameters.

In both cases, the distribution of the norm of the couple stress tamiser \/p3, + 3, + p2, andthe norm of the
curvature tensdik| = \/k3;, + k3, + k3, areshown in Figs. 15 and 16, respectively. The coupled stress and curvature
localize in the transition zone between the shear localization region and homogeneously deformed region, suggesting
that the micropolar effect becomes very important when high-gradient deformation occurs in granular materials. This
observation is consistent with numerical experiments conducted with discrete element method (Ehlers et al., 2003;
Oda and Iwashita, 2000; Wang and Sun, 2016a,b).

The evolution of shear bands simulated in Case A and Case B is illustrated in Fig. 17 using color|map®of
well as in Fig. 18 using color map ok|. At the beginning of the triaxial loading, two-axes symmetric localization
patterns emerge for both simulations (Ikeda et al., 2003). After the peak stress of Case A (at 3% axial strain), the
pattern bifurcates to an asymmetry pattern: one shear band becomes stronger than the other. Upon further loading, the
dominant shear band becomes persistent and the other weak band gradually dies out. As for Case B, the two bands
compete with each other along the deformation but neither predominates. The initial pattern bifurcates to bilateral
symmetry so that the symmetry with respect to the horizontal axis is broken. The diffuse mode is preserved to the end
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FIG. 15: Norm of the coupled stress tend@if = /u3; + p3, + u3; for results of inverse problems A and B at the
residual stage
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of the loading. This analysis shows that, even though the spatial variability of the material parameters is neglected
the numerical values of the material parameters, particularly the material lerggithimpose strong effects on the

failure mode of numerical specimen.
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5.3.4 Critical State

The anisotropy density functiofy; of Eqg. (3) is an indicator of the critical state, a condition at which particulate
materials keep deforming in shear at constant void ratio and stress (Casagrande, 1936; Roscoe et al., 1958). In the
micropolar hypoplasticity adopted in this study, the local void ratio approaches the critical voiel.rgti@pproaches

1. The distribution off,; of the two numerical specimens captured at residual stage of Cases A and B are presented in
Fig. 19. Since the different calibrated material parameters are used in Case A and B, the failure modes as well as the
locations where the Hostun sand first reaches the critical state are also different. In Case A, the elements residing in
the persistent shear band are close to the critical state, while the elements outside the zone are not close to it. In Case
B, the pattern off; also coincides with the diffuse failure mode presented in Fig. 17, showing that the unit cells inside
the shear band are also closer to critical state than the host matrix, but the difference between the numerical value
of f4 within the host matrix and inside the shear band are less significant than Case A. Both findings are consistent
with Tejchman and Niemunis (2006); Wang and Sun (2016b) where the strain localization triggered by the material
bifurcation in dense assemblies tends to have the void ratio approaching its critical value locally, but the specimen
itself does not necessarily reach critical state globally. Comparing this observation with the coupled stress norm shown
in Fig. 17, we observed that the shear band is not only much closer to the critical state, but also has significantly lower
coupled stress magnitude. This result is consistency with the norm of the curvature tensor shown in Fig. 18 where
the specimen has significant amount of micro-rotation at the boundary of the shear band and the host matrix but the
micro-polar kinematics is not significant inside the shear band and in the host matrix.

6. CONCLUSIONS

In this work, we incorporate information obtained from both macroscopic measurement and meso-scale kinematics to
analyze the sensitivity of the predicted characteristic length and mechanical responses of a 3D micropolar hypoplastic-
ity finite element model. To the best knowledge of the authors, this is the first contribution that incorporates micro-CT

Volume 14, Issue 4, 2016



410 Wang et al.

Case A Case B

FIG. 19: Distribution of f; for results of inverse problems A and B at the residual st@ge= 1 indicates that the
material is in critical state.

images and multiscale objective function into the material parameter identification procedure for micropolar plasticity
for granular materials.

The results show that the incorporation of meso-scale information may significantly change the predicted length
scale obtained from the inverse problems and leads to different bifurcation modes in the finite element simulations.
Even though similar macroscopic responses are observed from simulations conducted with single-scale and multi-
scale objective functions, the macroscopic responses in the former case may yield meso-scale responses that are not
consistent with those of the real specimen. As a result, the apparently good curve-fitting of macroscopic response
is not a good indicator of forward prediction capacity. This result has important implications for the validations of
grain-scale simulation tools (such as discrete element, lattice-beam, and lattice spring models) in which macroscopic
stress—strain responses are often the only experimental data available for benchmark and validations. The numerical
results, particularly the difference of the failure modes obtained from different objective functions, indicate that using
macroscopic stress—strain curve alone to evaluate or validate grain-scale simulations is neither productive nor reliable.

Although the higher-order quantities, the curvatyrand the coupled stresg are not available from micro-CT
images, they are computed from the micropolar simulations with the material parameters optimized for different ob-
jective functions. Depending on which set of material parameters is employed, the numerical specimen may either
develop a persistent shear band, which is not observed in the experiment, or a diffuse failure mode, which is observed
from micro-CT images. Comparisons between the simulation results with micro-CT images suggest that a staggered
predictor—corrector procedure that first employs the macroscopic objective function to curve-fit the macroscopic re-
sponses, then use the multiscale objective function to enforce kinematic constraints seem to yield a more compatible
macroscopic constitutive response with the experimental counterpart, but the material parameters that lead to the best
curve-fitting macroscopic responses also lead to an incorrect bifurcation mode. This finding is alerting, as the material
parameters that lead to the wrong bifurcation mode in the backward calibration exercise is also likely to generate
even more unrealistic forward prediction. The apparently good match in the macroscopic curve can be misleading and
generate a false sense of confidence for the numerical model. This is a noteworthy concern, as there is an alerting
trend in which the forward-predictive capacity of grain-scale models are often incorrectly measured by how well they
curve-fit the macroscopic stress—strain curve, rather than how well they are able to generate compatible and consistent
mechanical behaviors across length scales. The issue associated with this calibration approach is not apparent when
calibration is conducted at the unit cell level in which only homogeneous deformation is considered. However, when
macroscopic stress—strain curve is used to calibrate meso-scale or grain-scale models, the dimensions of the paramet-
ric space can be larger than the number of constraints provided by the macroscopic responses. The insufficiency of
constraints then makes it possible to generate simulations that apparently match the macroscopic calibration with a
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completely inconsistent microstructure. By incorporating microscopic information from micro-CT images to calibrate
material parameters, this research provides important evidence to suggest that constraining micro-mechanical model
to match macroscopic responses is not sufficient. Nor is it a meaningful way to measure the quality of numerical
predictions. These lessons are important for the calibration and validation of high-order and multiscale finite element
models.

ACKNOWLEDGMENTS

This research is supported by the Earth Materials and Processes program at the US Army Research Office under
grant contract W911NF-14-1-0658 and W911NF-15-1-0581, the Mechanics of Material program at National Science
Foundation under grant contracts CMMI-1462760 and EAR-1516300, and Provost’s Grants Program for Junior Fac-
ulty who Contribute to the Diversity Goals of the University at Columbia University. These supports are gratefully
acknowledged.

REFERENCES

Adams, B. M., Bohnhoff, W. J., Dalbey, K. R., Eddy, J. P., Eldred, M. S., Gay, D. M., Haskell, K., Hough, P. D., and Swiler, L. P.,
Dakota, a multilevel parallel object-oriented framework for design optimization, parameter estimation, uncertainty quantifica-
tion, and sensitivity analysis: Version 5.0 users manBahdia National Laboratories, Tech. Rep. SAND2010-22689.

Albert, R. A. and Rudnicki, J. W., Finite element simulations of tennessee marble under plane strain laboratory testing: Effects of
sample—platen friction on shear band onb&ch. Mater., vol33, no. 1, pp. 47-60, 2001.

Amat, A. S.,Elastic Stiffness Moduli of Hostun SariRhD thesis, Universitat Paditnica de Catalunya, Escolagdnica Superior
d’Enginyers de Camins, Canals i Ports de Barcelona, Departament d’Enginyeria del Terrenyafeato@eofsica, (Enginy-
eria Geobgica), 2008.

Ando, E., Hall, S. A., Viggiani, G., Desrues, J., anddielle, P., Grain-scale experimental investigation of localised deformation
in, sand: a discrete particle tracking approastta Geotech., volz, no. 1, pp. 1-13, 2012.

Bazant, Z. P., Belytschko, T. B., and Chang, T.-P., Continuum theory for strain-softéniegg. Mech., vol110, no. 12, pp.
1666-1692, 1984.

Been, K. and Jefferies, M. G., A state parameter for saBéstechnique, vol35, no. 2, pp. 99-112, 1985.

Belytschko, T., Fish, J., and Engelmann, B. E., A finite element with embedded localization Congsjt. Methods Appl. Mech.
Eng., vol.70, no. 1, pp. 59-89, 1988.

Borja, R. 1., A finite element model for strain localization analysis of strongly discontinuous fields based on standard galerkin
approximationComput. Methods Appl. Mech. Eng., vb@0, no. 11, pp. 1529-1549, 2000.

Borja, R. I. and Sun, W. C., Estimating inelastic sediment deformation from local site response simulatiarGeotech.vol. 2,
no. 3, pp. 183-195, 2007.

Borja, R. I., Song, X., Rechenmacher, A. L., Abedi, S., and Wu, W., Shear band in sand with spatially varying deksth.
Phys. Solidsvol. 61, no. 1, pp. 219-234, 2013.

Casagrande, A., Characteristics of cohesionless soils affecting the stability of slopes and edatriitls, Soils Mech., 1925-
1940, vol.23, no. 1, pp. 13-32, 1936.

Cooreman, S., Lecompte, D., Sol, H., Vantomme, J., and Debruyne, D., Elasto-plastic material parameter identification by inverse
methods: Calculation of the sensitivity matrirt. J. Solids Structvol. 44, no. 13, pp. 4329-4341, 2007.

Cosserat, E. and Cosserat, Fheorie des Corps BformablesParis, 1909.

Dafalias, Y. F. and Manzari, M. T., Simple plasticity sand model accounting for fabric change effdetg). Mech., vol130, no.
6, pp. 622—634, 2004.

Desrues, J. and A E., Strain localisation in granular med@omptes Rendus Physiquel. 16, no. 1, pp. 26—36, 2015.

Desrues, J. and Viggiani, G., Strain localization in sand: An overview of the experimental results obtained in Grenoble using
stereophotogrammetrint. J. Numer. Anal. Methods Geomech., \28, no. 4, pp. 279-321, 2004.

Duhem, P., Le potentiel thermodynamique et la pression hydrostatiqéanales Scientifiques deElcole Normale Starieure,
vol. 10, pp. 183-230, 1893.

Volume 14, Issue 4, 2016



412 Wang et al.

Ehlers, W., Ramm, E., Diebels, S., and d’Addetta, G. A., From particle ensembles to cosserat continua: Homogenization of contact
forces towards stresses and couple stresses). Solids Struct., voK0, no. 24, pp. 6681-6702, 2003.

Ehlers, W. and Scholz, B., An inverse algorithm for the identification and the sensitivity analysis of the parameters governing
micropolar elasto-plastic granular materiagich. Appl. Mech.vol. 77, no. 12, pp. 911-931, 2007.

Eringen, A. C., Theory of micropolar elasticity, Microcontinuum Field Theoriepp. 101-248, Springer, Berlin, 1999.

Fish, J., Jiang, T., and Yuan, Z., A staggered nonlocal multiscale model for a heterogeneous rmediurdumer. Methods Eng.
vol. 91, no. 2, pp. 142-157, 2012.

Flavigny, E., Desrues, J., and Palayer, B., Note technique: Le sable d’'HostiReRke. Fran. C &otech, vol. 53, pp. 67-70,
1990.

Gajo, A, Bigoni, D., and Wood, D. M., Multiple shear band development and related instabilities in granular mateMaish.
Phys. Solidsvol. 52, no. 12, pp. 2683-2724, 2004.

Hall, S. A., Bornert, M., Desrues, J., Pannier, Y., Lenoir, N., Viggiani, G., agduBlle, P., Discrete and continuum analysis
of localised deformation in sand using x-ragt and volumetric digital image correlatio@Geotechnique, vol60, no. 5, pp.
315-322, 2010.

Herle, I. and Gudehus, G., Determination of parameters of a hypoplastic constitutive model from properties of grain assemblies,
Mech. Cohesive-Frictional Mater., val, no. 5, pp. 461-486, 1999.

Hu, N. and Fish, J., Enhanced ant colony optimization for multiscale prob@amput. Mech., vob7, no. 3, pp. 447-463, 2015.
Hughes, T. J. RThe Finite Element Method: Linear Static and Dynamic Finite Element Analgsisrier Corporation, 2012.

Ikeda, K., Yamakawa, Y., and Tsutsumi, S., Simulation and interpretation of diffuse mode bifurcation of elastoplastid.solids,
Mech. Phys. Soligsol. 51, no. 9, pp. 1649-1673, 2003.

Issen, K. A. and Rudnicki, J. W., Conditions for compaction bands in porous¥oGeophys. Res.: Solid Earth (1978—-2Q12).
105, no. B9, pp. 21529-21536, 2000.

Kuhn, M. R., Sun, W., and Wang, Q., Stress-induced anisotropy in granular materials: Fabric, stiffness, and permetility,
Geotech., vol10, no. 4, pp. 399-419, 2015.

Lade, P. V. and Duncan, J. M., Elastoplastic stress-strain theory for cohesionless Geibtech. Eng. Div., vol.01, no. 10, pp.
1037-1053, 1975.

Lasry, D. and Belytschko, T., Localization limiters in transient probldmtsJ. Solids Struct., voR4, no. 6, pp. 581-597, 1988.

Lenoir, N., Andrade, J. E., Sun, W. C., and Rudnicki, J. W., In situ permeability measurements inside compaction bands using x-ray
CT and lattice Boltzmann calculationsgv. Comput. Tomography Geomater.: GeoX2@j0 279-286, 2010.

Li, X. S. and Dafalias, Y. F., Anisotropic critical state theory: role of fab¥idzng. Mech., vol138, no. 3, pp. 263-275, 2011.

Lin, J. and Wu, W., A comparative study between DEM and micropolar hypoplastdtyder Technol., voR93, pp. 121-129,
2015.

Lin, J., Wu, W., and Borja, R. ., Micropolar hypoplasticity for persistent shear band in heterogeneous granular n@denials,
Methods Appl. Mech. Engvol. 289, pp. 24-43, 2015.

Liu, Y., Sun, W., Yuan, Z., and Fish, J., A nonlocal multiscale discrete-continuum model for predicting mechanical behavior of
granular materialdnt. J. Numer. Methods Engvol. vol. 206, no. 2, pp. 129-160, 2015.

Liu, Y., Sun, W., and Fish, J., Determining material parameters for critical state plasticity models based on multilevel extended
digital database]. Appl. Mech.vol. 88, no. 1, pp. 011003-1-16, 2016.

Mahnken, R. and Stein, E., A unified approach for parameter identification of inelastic material models in the frame of the finite
element methodComput. Methods Appl. Mech. Eng., vb86, no. 3, pp. 225-258, 1996.

Manzari, M. T. and Dafalias, Y. F., A critical state two-surface plasticity model for s&efstechniquevol. 47, no. 2, pp. 255-272,
1997.

Maugin, G. A. and Metrikine, A. V., Mechanics of generalized contirAdy. Mech. Math.vol. 21, 2010.
Mindlin, R. D., Micro-structure in linear elasticitprch. Rational Mech. Analvol. 16, no. 1, pp. 51-78, 1964.
Molenkamp, F., Limits to the jaumann stress rae, J. Numer. Anal. Methods Geomech., Vid), no. 2, pp. 151-176, 1986.

Na, S. and Sun, W., Wave propagation and strain localization in a fully saturated softening porous medium under the non-isothermal
conditions,Int. J. Numer. Anal. Methods Geomech., 2016.

International Journal for Multiscale Computational Engineering



Identifying Micropolar Material Parameters via Micro-CT Images 413

Needleman, A., Material rate dependence and mesh sensitivity in localization proBlemgut. Methods Appl. Mech. Engol.
67, no. 1, pp. 69-85, 1988.

Oda, M. and Iwashita, K., Study on couple stress and shear band development in granular media based on numerical simulation
analysesint. J. Eng. Sci.vol. 38, no. 15, pp. 1713-1740, 2000.

Ortiz, M., Leroy, Y., and Needleman, A., A finite element method for localized failure ana@simput. Methods Appl. Mech.
Eng., vol.61, no. 2, pp. 189-214, 1987.

O’Sullivan, C.,Particulate Discrete Element Modelling, Taylor & Francis, 2011.

Pestana, J. M. and Whittle, A. J., Formulation of a unified constitutive model for clays and sandsNumer. Anal. Methods
Geomech., vol23, no. 12, pp. 1215-1243, 1999.

Rechenmacher, A. L., Grain-scale processes governing shear band initiation and evolution id $4eds, Phys. Solidsol. 54,
no. 1, pp. 22-45, 2006.

Roscoe, K. H., Schofield, A. N., and Wroth, C. P., On the yielding of sGientechnique, voB, no. 1, pp. 22-53, 1958.

Rudnicki, J. W. and Rice, J. R., Conditions for the localization of deformation in pressure-sensitive dilatant matéviats).
Phys. Solidsvol. 23, no. 6, pp. 371-394, 1975.

Sadek, T., Lings, M., Dihoru, L., and Wood, D. M., Wave transmission in hostun sand: Multiaxial experiRiptig&a Italiana
Geotecnica, vol41, no. 2, pp. 69-84, 2007.

Satake, M., New formulation of graph-theoretical approach in the mechanics of granular mateis Mater,. vol. 16, no. 1,
pp. 65-72, 1993.

Schofield, A. and Wroth, P., Critical State Soil Mechanics, McGraw-Hill, p. 310, 1968.

Song, J.-H., Areias, P. M. A., and Belytschko, T., A method for dynamic crack and shear band propagation with phantom nodes,
Int. J. Numer. Methods Eng., vd@7, no. 6, pp. 868-893, 2006.

Subhash, G., Nemat-Nasser, S., Mehrabadi, M. M., and Shodj, H. M., Experimental investigation of fabric-stress relations in
granular materialdylech. Mater, vol. 11, no. 2, pp. 87-106, 1991.

Sun, W., A unified method to predict diffuse and localized instabilities in sabegmech. Geoeng., v@, no. 2, pp. 65-75, 2013.

Sun, W. and Mota, A., A multiscale overlapped coupling formulation for large-deformation strain localiZatiomgut. Mech.,
vol. 54, no. 3, pp. 803-820, 2014.

Sun, W., Andrade, J. E., Rudnicki, J. W. and Eichhubl, P., Connecting microstructural attributes and permeability from 3D tomo-
graphic images of in situ shear-enhanced compaction bands using multiscale compu@sapis;s. Res. Lettol. 38, no. 10,
2011.

Sun, W., Kuhn, M. R., and Rudnicki, J. W., A multiscale DEM-LBM analysis on permeability evolutions inside a dilatant shear
band,Acta Geotech.ol. 8, no. 5, pp. 465-480, 2013.

Tejchman, J. and Niemunis, A., Fe-studies on shear localization in an anistropic micro-polar hypoplastic granular Graterial,
ular Matter, vol. 8, no. 3-4, pp. 205-220, 2006.

Walker, D. M., Tordesillas, A., and Kuhn, M. R., Spatial connectivity of force chains in a simple shear 3D simulation exhibiting
shear bandsl. Eng. Mech., p. C4016009, 2016.

Wang, K. and Sun, W., Anisotropy of a tensorial bishops coefficient for wetted granular matériaigy. Mech., p. B4015004,
2015.

Wang, K. and Sun, W., A semi-implicit micropolar discrete-to-continuum method for granular materilsEuropean Congress
on Computational Methods in Applied Science and Engineggiifj6a.

Wang, K. and Sun, W., A semi-implicit discrete-continuum coupling method for porous media based on the effective stress principle
at finite strainComput. Methods Appl. Mech. Eng., v804, pp. 546583, 2016b.

Wu, W., Bauer, E., and Kolymbas, D., Hypoplastic constitutive model with critical state for granular matdgals, Mater. vol.
23, no. 1, pp. 45-69, 1996.

Yang, Q., Mota, A., and Ortiz, M., A class of variational strain-localization finite elemémts]). Numer. Methods Eng., v@2,
no. 8, pp. 1013-1037, 2005.

Volume 14, Issue 4, 2016



